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Abstract: Generally, a large amount of training data is essential to train deep learning model for obtaining 
more accurate detection performance in computer vision domain. However, to collect and annotate 
datasets will lead to extensive cost. In this letter, we propose a self-supervised auxiliary task to learn 
general videos features without adding any human-annotated labels, aiming at improving the 
performance of violence recognition. Firstly, we propose a violence recognition method based on 
convolutional neural network with self-supervised auxiliary task, which can learn visual feature for 
improving down-stream task (recognizing violence). Secondly, we establish a balance-weighting scheme 
to solve the crucial problem of balancing the self-supervised auxiliary task and violence recognition task. 
Thirdly, we develop an attention receptive-field module, indicating that the proper use of the spatial 
attention mechanism can effectively expand the receptive fields of the module, further improving 
semantically meaningful representation of the network. To evaluate the proposed method, two 
benchmark datasets have been used, and better performance is shown by the experimental results 
comparing with other state-of-the-art methods. 
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1. Introduction 

Usually, violent behaviors pose a major threat to social and personal safety. In recent years, violence 
recognition becomes a fascinating and challenging problem in surveillance video that has attracted the 
interest of a wide number of researchers. Due to the rapid popularity of the internet, video surveillance 
technology gradually becomes an essential security monitoring approach. Up to now, some 
developmental systems for detecting violence based on audio and vision information have achieved great 
progress in practice. With the development of neural network, the achievement of deep learning has 
ushered in a new phase of artificial intelligence, bringing with creative solutions and technological 
advancements in intelligent video analysis. Generally, better detection performance requires a large 
amount of video data for training the deep learning model. To avoid collecting and annotating datasets, 
self-supervised learning can usually be considered as effective solution. Therefore, we design self-
supervised auxiliary task to learn general videos features without adding any human-annotated labels, 
improving the performance of violence recognition. 

Commonly the existing methods of violence recognition can be primarily divided into two 
categories: (1) Methods based on hand-crafted features. These methods mainly concentrate on the 
extraction of hand-crafted features used for modeling a video event (e.g., Invariant Feature Transform 
(MoSIFT) [2], Histogram of Oriented Gradients [3], Space Time Interest Points (STIP) [4, 5] and 
Histogram of Oriented Flows (HOF) [6]). (2) Methods based on deep learning features. Convolutional 
Neural Networks (CNNs) have recently gained from the implementation in a wide range of image 



processing tasks, including image classification [7-10], object recognition [11, 12], and many other 
anomaly detection tasks [13, 14]. As a result, a wide variety of deep learning-based methods for 
recognizing violence have been proposed [15-18]. For instant, in [15], combination of MCNN, key-point 
and LSTM are proposed to recognize violent behaviors. However, the majority of currently used CNN-
based violence recognition systems are single-task, deep learning models only accomplish one goal. In 
contrast, multi-task deep learning models [19, 20] allow for the simultaneous learning of numerous tasks, 
and the extracted representations are somewhat shared throughout these tasks. While the model is trained 
using these single-task deep learning methods, the underlying relevance between several tasks will be 
neglected. Despite the superiority of MTL in a variety of visual tasks, the core issue is the design of a 
multi-task network that is the most suitable for video violence recognition.  

As discussed above, we therefore propose to perform a self-supervised auxiliary task by 

reconstructing frames for improving the violence recognition in this letter. Specifically, we carefully 

investigate the multi-task issue of video violence recognition, where the main task is to recognize violent 

behaviors and the auxiliary task based on self-supervised learning is to reconstruct frames. The auxiliary 

task can reconstruct the original frame without adding any human-annotated labels, which is helpful to 

learn more abundant visual feathers. For that, the performance of down-stream main task (recognizing 

violence) will be improved. In addition, a modular encoder-decoder-based convolutional neural network 

architectural unit is built to motivate multi-level receptive fields. The key contributions of this paper can 

be summarized as follows: 

i) We proposed a multi-task AMCNN network to recognize violent behaviors via self-supervised 

learning, where violence recognition and frame reconstruction are respectively considered as the 

discrimination task and the generation task, and so that more discriminative and informative visual 

features can be obtained. ii) We design an attention module to enlarge the receptive fields for enhancing 

more semantic representation of the network. To our knowledge, we are the first to propose a multi-task 

learning approach that integrates novel self-supervised task for violence recognition in video. 

2. Proposed method 

This section will introduce the details of AMCNN for video violence recognition. The proposed 

algorithm can mainly be divided into the following blocks: overall architecture, attention module, multi-

task module and loss function. 

2.1 Overall Architecture 

In this letter, a novel method for detecting video violent behaviors is proposed, which combines a 

convolutional neural network with an attention receptive-field module and a multi-task mechanism. Fig. 

1 shows the framework of AMCNN. Firstly, taking account for the motion of consecutive video frames, 

optical flow images are utilized as input to the network. Secondly, the CNN that mainly consists of one 

attention module and four convolutional blocks is adopted to extract more semantic latent visual features 

on optical flows. In order to categorize latent visual features, frame reconstruction is carried out as a self-

supervised auxiliary task to reconstruct the original frames, improving the representativeness of the latent 

visual features, correspondingly, recognizing violent behaviors is regarded as the main task Accordingly, 

after optimizing a balance-weighting multi-task loss function, the best AMCNN model can be obtained, 

further recognizing violent behaviors in a testing procedure.  



 

2.2 Attention Module 

To enlarge the receptive fields for enhancing the semantic representation of latent features, the 

spatial attention mechanism is utilized as the mask branch, adding it to the master branch of CNN. As 

depicted as in Fig. 2, the attention module mainly includes two branches: the master branch of CNN and 

the attention mask branch. The master branch is two conventional convolutional layers in the VGG16, 

which can be represented as: 

 ( )1,2 1 2, ,F W Wx                   (1) 

in which  is the master branch, x  is the input vector and  1 2,W W  represent the weights of the 

master branch. The attention mask branch is a micro encoder-decoder structure, in which the encoder 

adopts convolutional layers and a sampling operation, while the decoder adopts an upsampling operation. 

Accordingly, the output y  of attention module can be represented as: 

 ( )  ( )1,2 1 2, , , mF W W M W= y x x                  (2) 

Conv 3×3

Conv 3×3

Maxpooling

Conv 1×1

Conv 3×3

Conv 1×1

Unsample

relu

relu

relu

relu

Sigmoid

Input

Output

Encoder

Decoder

 

Fig. 2. Attention receptive-field module. 
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Fig. 1.  Overall structure of the proposed AMCNN method. 



in which M  represents the multiple learnable convolutional weights of the attention mask branch and 

 mW  represents mask branch with a micro encoder-decoder structure. The component of encoder in the 

attention module expands the receptive fields while swiftly gathering context data from the input. The 

later decoder recovers the dimension of the input feature by combining the global data with the original 

feature maps. To the specific, the primary semantic information of the entire attention mask branch is 

represented by the output of the 3×3 convolutional layer, and two 1×1 convolutional layers are utilized 

to decrease or increase dimensions. Additionally, batch normalization [21] and ReLU [22] activation 

function are adopted after every convolutional layer in the attention module. Specially, the sigmoid 

operation is used in the mask attention branch to normalize the output into the range between 0 and 1. 

And the location of violent behaviors will be more likely to have a higher output value, which can 

enhance the semantic representation of the master branch. 

2.3 Multi-task Module and Loss Function 

In the multi-task framework, the VGG16 with the attention module is considered as shared task 

layer, recognizing violent behaviors and reconstructing frames are considered as task-specific layers. 

Two tasks are closely related in shared layer. Self-supervised auxiliary task can learn kernels to capture 

both low-level and high-level characteristics that are useful for recognizing violent behaviors. 

Consequently, the completion of the self-supervised auxiliary task will be beneficial for making the latent 

visual features better represent the original inputs, which can further improve the accuracy of violence 

recognition. For the main task and self-supervised side task, our network can be trained to minimize the 

loss as follows: 

1 2

1
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. . 1,

N

i

Loss L L

s t

 
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=  + 

+ = 


   

                  (3) 

where   is the weight of the main task and   is the weight of self-supervised auxiliary task, limiting 

the impact of different tasks in the multi-task learning loss function. Finally, the optimal values of   

and   are respectively set as 0.7 and 0.3, which can be proved in the next experiments. Specifically, 

for recognizing violent behaviors, the cross-entropy loss function for main task can be adopted: 

( ) ( ) ( )1

1

1
log 1 log 1

N

i i i i

i

L t p t p
N =

=   + −  −                  (4) 

where i
t  is the ground label of the th

i  sample, and i
p  is the predicted result of recognizing violence, 

and N  denotes the total number of samples. Specifically, for reconstructing frames, the mean square 

error loss function of the side task can be adopted: 
2

2

1

1 N

i i
L

N
= − x y                    (5) 

in which i
x  is the th

i  original frame, i
y  is the th

i  reconstructed frame and N  is the total number 

of samples. 

3. Experiments 

In this section, the description of two benchmark datasets and details of implementation are firstly 

provided, and then, the influence of attention module and multi-task loss can be verified. Finally, we 

evaluate and compare the effectiveness of proposed method with other methods.  

3.1 Datasets and Experiment Setting 

Datasets: The Hockey Fight [23] and Movies Dataset [24] are adopted for training and evaluating 

the proposed AMCNN. The Hockey Fight includes 1000 video clips, which consist of an equal number 

of violent and non-violent behaviors. Some sample frames the Hockey Fight dataset is shown in Fig. 3. 



Furthermore, Movies Dataset contains 100 violent clips and 100 non-violent clips. Some sample frames 

the Movies Dataset is shown in Fig. 4. Specifically, the training set, validation set, and testing set will 

be divided in 4:1:1. 

 

Fig. 3. Sample frames from the Hockey Fight dataset 

 

Fig. 4. Sample frames from the Movies Dataset 

Details for Implementation: we implement the AMCNN using PyTorch on a server with two RTX 

2080Ti GPUs. In the training processing, the initial learning rate is set to 0.001, an ADAM optimizer 

with a mini-batch size of 128 is adopted. Moreover, the revolution of the input frames is resized to 

224×224, further applying to the network. 

3.2 Ablation Experiments 

This section conducts an ablation analysis using the Hockey Fight dataset. The attention module, 

various downsampling operation types, and various multi-task weights can all be used to assess 

performance. After that, by comparing different metrics, the best AMCNN parameters can be obtained. 

Attention module: To demonstrate and analyze the effect of the attention module used in the 

AMCNN, we compare different number of the embedded attention modules. Generally, the outputs of 

these convolutional blocks in VGG16 are respectively denoted as {C1, C2, C3, C4, C5} for conv1, conv2, 

conv3, conv4, and conv5. Therefore, the outputs of these attention modules are correspondingly denoted 



as {A1, A2, A3, A4, A5}. Table 1 shows metrics of different number of embedded attention modules. 

Apparently, as shown in the Table 1, the model size of AMCNN grows as the number of attention 

modules increases. Therefore, we must control the number of embedded attention modules to reduce 

computation and parameters. Moreover, the accuracy of only embedded one attention module in the first 

convolutional block is obviously higher, which can fully prove the effectiveness, and it is worth noting 

that the accuracy decreases as the number of attention modules increases. It’s because the size of feature 
maps decreases with the increase of the network, which will cause the mask to be too rough, further 

influencing performance of the network. Therefore, we only utilize one attention module in our proposed 

method. 

Table 1. Metrics of different number of attention modules 

Stage Model Size/MB Accuracy 

No Attention 545.7 94.77% 

A1 546.1 95.71% 

A1, A2, 547.6 93.90% 

A1, A2, A3, 552.6 93.75% 

A1, A2, A3, A4, 573.7 92.93% 

A1, A2, A3, A4, A5 595.7 92.29% 

Downsampling Operation Type: To verify the performance of different downsampling operation 

types in the attention module, average pooling, max pooling, or convolution with stride=2 and kernel=3 

are performed. As shown in Table 2, the accuracy of AMCNN will be impacted by these several 

operations. The attention module with the convolution consumes more parameters and achieves lower 

accuracy, and the attention module with max pooling can achieve the best accuracy than others. 

Consequently, in the attention module, we employ max pooling as a downsampling method. 

Table 2. Metrics of different downsampling operation 

Type Parameters Time/Min Accuracy 

Maxpool 45,544,645 6.26 95.71% 

Avgpool 45,544,645 6.23 94.97% 

Conv 45,546,181 5.41 92.36% 

Multi-task loss: To validate the benefit of self-supervised auxiliary task for violence recognition, 

we analyze the accuracy of various weights in the loss function. In our method,    denotes that 

violence recognition is considered as the main task, and conversely,    denotes that self-supervised 

auxiliary task is considered as the main task. Fig. 5 shows the accuracy of different weights in the loss 

function. As we can see that the accuracy on    is much greater than that on   . This supports 

our claim that the completion of the auxiliary task can make the latent visual features better represent the 

original inputs, and further improving the accuracy of violence recognition in the main task. It is worth 

noting that 1 =  denotes single-task violence recognition task, the accuracy on 1 =  is obviously 

lower than those on 0.5 1  . This also can verify that the ability to recognize violent behaviors can 

be boosted by the multi-task mechanism with appropriative self-supervised auxiliary task. Additionally, 

the best accuracy is based on 0.7 =  and 0.3 = , which means that self-supervised auxiliary task is 



most helpful to recognize violent behaviors at this time. Therefore, the optimal values of   and  are 

respectively set as 0.7 and 0.3 in our method. 

 

Fig. 5. The accuracy of different weights in the loss function. 

3.3 Comparison Results with Other Models 

In this section, we compare our method against various recent existing methods on the Hockey 

Fights dataset and Movies dataset in Table 3 and Table 4 to illustrate the effectiveness of AMCNN. 

Table 3 illustrates the accuracy of conventional methods, which mainly rely on different kinds of hand-

crafted features. For instance, Lagrangian direction fields based on a spatio-temporal model and 

appearance are combined to recognize violence [25]. According to Table 3, the proposed AMCNN 

achieves the best accuracy than other standard traditional methods on two benchmark datasets. This is 

because these hand-crafted features of traditional methods will reduce the effect in real complex scenes. 

Table 3. The accuracy of conventional methods 

Methods Hockey Movies 

HOG3D [24] 95.09% 99.90% 

BoW [25] 94.42% 94.95% 

MoSIFT [26] 94.30% 89.50% 

STIFV [27] 93.70% 99.50% 

VIF [28] 82.60% 91.30% 

Proposed method 95.71% 100% 

 

Table 4. The accuracy of deep-learning-based methods 

Methods Hockey Movies 

CNN [29] 94.60% 99% 

P3D + LSTM [30] 94.40% 97.97% 

3D CNN [31] 91.00% - 

Multi-CNN [32] 89.10% 100% 

ResNet50 [33] 83.19% 88.74% 

Proposed method 95.71% 100% 



Table 4 illustrates accuracy of these deep-learning-based methods, which mainly depend on 

automatically extracted deep features. For instance, the binary robust invariant scalable key points 

(BRISK) and Hough forests are combined to obtain the representative image, and 2D CNN is utilized to 

recognize violent behaviors. Comparing other existing deep-learning-based methods in Table 4, our 

method can also achieve excellent recognition performance. This is mainly because multi-task self-

supervised mechanism and attention module can further enhance the semantic representation. Obviously, 

it is worth noting that AMCNN can achieve the best accuracy on two benchmark datasets comparing to 

traditional methods and deep-learning-based methods, further demonstrating the effectiveness of the 

proposed AMCNN. 

Finally, we comprehensively conclude experiments on the Hockey Fight dataset and Movies dataset 

with respect to the value of area under curve (AUC), sensitivity and specificity. Table 5 shows metrics 

of our proposed method, the value of AUC, sensitivity and specificity on Hockey are respectively 97.8%, 

96% and 96%, and the value of AUC, sensitivity and specificity on Movies are all 100%. It’s obvious 
that the performance on the Movies is higher, which can prove that our proposed method performs better 

in severe crowded scenes. 

Table 5. Metrics of the proposed method 

Methods AUC Sensitivity Specificity 

Hockey 97.8% 96% 96% 

Movies 100% 100% 100% 

4. Conclusion 

In this paper, we propose a visual violence recognition algorithm based on multi-task self-

supervised learning and attention mechanism, in which recognizing violent behaviors is regard as the 

main task, and reconstructing frames is regard as the self-supervised auxiliary task. The accuracy of 

violence recognition in the main task can be further enhanced by the balance-weight multi-task self-

supervised mechanism. Additionally, we adopt the spatial attention mechanism as the mask branch and 

add it into the master branch of CNN in order to increase the receptive fields for improving the semantic 

representation of latent features. Experimental results demonstrate that the AMCNN model can actually 

accomplish accurate recognition when compared to other existing methods. And researchers should 

concentrate on dealing with complicated environments in the future to better preserve safety. 
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